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Introduction

* Growth of high-throughput networks

 The need for high-performance network equipment —
routers, firewalls, load-balancers...

* Undesirable effects because of slower equipment

« Packet loss, device failure, denying service

High number of Distributed Denial of Service (DDoS)

attacks

How to protect against DDoS attacks?
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Predicted DDoS attack trends [1]

Methodology
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* Hybrid hardware/software solutions
e Alternative to both hardware and software solutions
 FPGA [2], GPU [3], smart NICs [4]
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Hardware Hybrid Software

Speed of hardware
e Fast Flexibility of software

e Not as fast as hardware

¢ Expensive Suitable for more complex

* Cheap and accessible
e Difficult to upgrade and modify » Easy to upgrade and modify
e Limited memory - Lar’ge amount of memory

¢ High power consumption (TCAM) * Lower power consumption

Implementation

« Multiple individual components
« Hardware pre-filter, software filter, workload distributor
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Hybrid packet classification model and testbed setup

Hardware — NetFPGA [5] — parallelism

« Enables near real-time reconfiguration

Software

« Replaces rule-by-rule filtering with blocklists and
safelists — longest prefix matching (LPM) suitable

« Distributor

« Maximizes hardware offload to speed up software as
much as possible: whole rules, parts of rules, additional
functionalities, or part(s) of LPM algorithm

* Finds the best possible workload distribution
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Rule-by-rule and LPM classification performances

 We see throughput deterioration due to increase of
rules number

« On the other hand, performance gap between
standard firewalls and LPM classification
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* Filter is placed between the insecure network and LAN
* Alternative to third party scrubbing services — latency
and privacy concerns

Conclusion

 LPM is suitable against large scale DDoS attacks

* Initial results are promising — increased throughput for
synthetic traffic (in comparison with software firewalls)

 Even more performance gain by using a hybrid model
and a separate component for distributing workload
between hardware and software
* Improving LPM by offloading parts of it to hardware
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