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Foreword  
 
The PhD Forum, hosted by the 16th International Conference on Telecommunications, ConTEL 2021, in Zagreb, 
Croatia, took place with in-person attendance at the ConTEL 2021 conference venue and online participation via 
zoom audio and video and conferencing platform. As a novel adjustment to such a “hybrid” format, the posters 
were displayed both in the physical space and in the virtual world using SpatialChat, a group video chat virtual 
meeting platform.  

The format of the event was as follows. To be included in the ConTEL 2021 PhD Forum programme, doctoral 
students were invited to submit a two-page extended abstract for review. The submissions were reviewed by the 
PhD Forum Program & Organizing Committee members and the members of the ConTEL Technical Program 
Committee, based on relevance to the conference, innovativeness, and quality of (written) presentation. A total of 
11 submissions were accepted, presented “live” in the PhD Forum session at the conference, and finally included 
in this booklet. 

The authors of accepted extended abstracts each prepared a poster for the – physical and virtual – poster 
display. Depending on the ability of each participant to travel, two presentation options were possible: 1) face-to-
face at the conference venue, or, 2) online via zoom.  

At the PhD Forum session, which was live-streamed via zoom, the session chair Irena Oršolić welcomed the 
authors and session participants, and briefly introduced the program of the Forum and the voting procedure for 
selecting the best PhD Forum contribution (poster and presentation). Each student was then given a strictly-timed 
2-minute time slot for an introductory “pitch talk” about his or her poster. After the pitch talks, the students and the 
audience moved to the physical poster display area, while simultaneously joining into the virtual poster room via 
SpatialChat to be “together” with the online-only participants, to discuss posters.  

The winner of the best poster competition was determined by the members of the audience in a secret ballot vote, 
which was facilitated by another online platform (StrawPoll). The winner was Sara Vlahović, a doctoral student at 
the University of Zagreb. 

I would like to thank the General Chairs of the ConTEL 2021 conference, Wilfried Gappmair and Mario Kušek, as 
well as the Program Chairs Franz Teschl and Marin Vuković, and all the members of the Steering and the 
Program & Organizing Committees, for their great support and help. I would also like to extend a well-earned 
congratulations to Irena Oršolić, the Program & Organizing Committee chair, on a job well done. 

 

Maja Matijašević, University of Zagreb  

Steering Committee Chair 
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Performance Estimation of Encrypted Video
Streaming in Light of End-User Playback-Related

Interactions Based on Machine Learning
Ivan Bartolec, Lea Skorin-Kapov

University of Zagreb, Faculty of Electrical Engineering and Computing
Department of Telecommunications

Zagreb, Croatia
Email: {ivan.bartolec, lea.skorin-kapov}@fer.hr

Abstract—From a network provider’s perspective, with the
deployment of traffic encryption, new transport protocols, new
compression methods and codecs, and the move to the HTTP
Adaptive Streaming (HAS) paradigm, Quality of Experience
(QoE) monitoring for HAS video services has become challenging.
The task becomes even more challenging with end-users com-
monly invoking some form of playback-related interactions. This
paper presents an overview of our research related to estimating
end-user QoE-related Key Performance Indicators (KPIs) in-
light of user-initiated playback interactions by exploiting Ma-
chine Learning (ML) techniques. The main goal is to define a
methodology for training and testing of ML models for HAS
video KPI estimation. The methodology is based on research
regarding user interactions when using video streaming services,
and includes automated data collection, processing, training,
testing and analysis of derived models.

Index Terms—Quality of Experience, Encrypted Video, Ma-
chine Learning, User Behavior, User Interactions

I. INTRODUCTION

The percentage of individuals using the Internet over mobile
(cellular) devices, who primarily run mobile applications on
smartphones, has seen a significant global upward trend over
the past decade [1]. Driven by applications such as video-
on-demand services, and live video streaming services, video
traffic accounts for nearly three-quarters of mobile data traffic,
with further growth expected due to increases in delivery of
higher video resolutions (e.g., UHD, 4K), and new immersive
services (e.g., 360 video streaming, networked VR/AR, cloud
gaming, IoT). Based on the user’s actual perception of network
performance and service quality, Quality of Experience (QoE)
aware management should be deployed, aimed at detecting
and mitigating QoE degradations [2].

Due to user privacy protection, major Over-the-Top (OTT)
video streaming providers (e.g., YouTube, Netflix, Twitch)
employ network traffic encryption, thus resulting in network
providers being faced with the challenge of estimating end
user QoE, and monitoring video Key Performance Indicators
(KPIs) such as resolution, video bitrate, or stalling. Further-
more, considering realistic application usage scenarios, end
user behavior adds to the challenge, with users commonly in-
voking some form of interaction impacting the video playback

(e.g., seeking, pausing, skipping to another video), thus further
having an impact on traffic characteristics and, consequently,
on utilized QoE and KPI estimation models [3] [4].

II. IN-NETWORK QUALITY OF EXPERIENCE MONITORING

Considering the challenge of monitoring and estimating
QoE, with no in-packet available information about content
and streamed quality levels, network providers are forced to
rely only on data that is available to them. Solutions for QoE
monitoring rely on QoE models, specifying a mapping of
monitored parameters to QoE. Such a model is reported in
ITU-T Recommendation P.1203, the first standardized QoE
model for audiovisual HTTP-based adaptive video streaming
services delivered over reliable transport protocols [5]. Re-
cent studies have investigated the potential of exploiting ML
techniques for correlating network layer data of encrypted
YouTube traffic with application layer KPIs (e.g., initial delay
duration, stalling, video quality level) [6]. Several approaches
were tested, differing in client software used for collecting
ground truth data, underlying transport protocols, prediction
type (e.g., near real-time prediction, or per-video session
prediction), and ML frameworks. However, most studies tend
to idealize end user behavior, collecting data without any
kind of user playback interactions. As a consequence, it is
questionable to what extent the proposed models are applicable
in real-world network scenarios.

III. PLAYBACK-RELATED USER INTERACTIONS

Monitoring and understanding the impact of user behavior
is essential for designing video delivery systems and utilizing
efficient QoE-driven monitoring and management. To create
a realistic synthetic dataset that contains relevant playback-
related user-interactions, we need to propose a model of user
interactions, and common user behavior patterns. To achieve
this, we implemented an Android service which served as
an event logger of user interactions (e.g., pausing, seeking,
replaying, entering or exiting fullscreen, etc.) in a YouTube
Android application. During the interaction-monitoring cam-
paign in May and June of 2021, events from 816 video sessions
were collected, resulting in a total number of 4524 events. In
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summary, approximately 87% of video sessions were abruptly
terminated by the user. Figure 1 depicts most performed types
of user interactions and their overall amount from all of the
video sessions combined.

Fig. 1. Most commonly performed user interactions during the interaction-
monitoring campaign.

While certain user interactions may be driven by viewer’s
lack of interest in the content being viewed, a change in
service behavior may influence a user to interact with the
video player. Complementary to the interaction-monitoring
campaign, users were asked to fill a questionnaire containing
questions regarding different video viewing scenarios. In one
such scenario, users were asked how they would react if video
degradations (e.g., stalling) occured during a video stream they
were viewing. Results indicate how more than 95% of viewers
would perform some kind of playback interaction (Figure 2).

Fig. 2. Questionnaire responses regarding the viewer’s behavior during video
degradations (based on 26 responses)

IV. USER INTERACTIONS IN THE QUALITY ESTIMATION
PROCESS

Each interaction affects the video delivery behavior in a dif-
ferent way, thus consequently impacting traffic characteristics.
Given the wide range of different potential interactions, mul-
tiple interaction occurrences, various combinations of interac-
tions, and different time points of executions (including par-
allel interaction executions) spanning across a video session,
an infinite space of interaction execution possibilities exists,
all of which influence the traffic characteristics differently.

Results from initial studies regarding the impact of user in-
teractions on ML classification accuracy (depicted in Figure 3)

motivate the need to systematically include data corresponding
to various interaction scenarios when training QoE-related KPI
classification models [3] [4].

Fig. 3. Accuracy of Random Forest models for classifying average video
bitrate in 3 classes (adapted from [3]).

V. APPROACHES FOR MODEL TRAINING.
Various QoE-related KPI estimation approaches may be uti-

lized, differing in prediction type, ML task, datasets on which
models were trained (e.g., with all interactions, with certain
interactions, without interactions), or in the number of models
used to obtain desired output. In both our previous study [4]
and in ongoing work, we are investigating the performance
of ML-based KPI classification models for mobile YouTube
videos trained on data with and without various combinations
of user interactions. Models are trained and validated with
the aim being to identify which types of interactions need to
be included when training KPI estimation models. An open
research question is the extent to which model performance
could be improved with additional data provided, either from
the OTT service provider or from the different layers.
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Abstract— Thermal comfort (TC) is an important issue in 

buildings, since it has impact on the occupant’s health, ability to 

work or function effectively, satisfaction with the environment 

etc. Development of the smart technologies in the building sector 

brings new opportunities for the energy management approach. 

User-centric technological solutions are being applied in various 

segments of the building performance. Within heating and 

cooling systems, new trends are directed towards development 

of the personal thermal comfort models. Developed models are 

trying to provide individualized environmental conditions for 

the occupants in the buildings, putting user’s internal 

parameters i.e. physiology and preferences as the crucial 

information for system design. This work provides major 

findings related to the current state-of-the-art in personal 

thermal comfort detection as well as description of the 

methodology of the field investigation of personal thermal 

comfort in office building with wearable sensors. Collected 

information could be useful for modelling the personal thermal 

comfort as important basis for smart regulation of the building 

energy systems.  

Keywords — thermal comfort, energy efficiency in buildings, 

personalized comfort models, smart buildings 

I. INTRODUCTION AND RELATED WORK 

The building sector has been recognized as crucial to 
accomplish sustainable developments goals [1][2]. There is a 
great perspective to achieve energy savings by improving the 
efficiency of the heating, ventilation and air conditioning 
(HVAC) system in the buildings. In the modern building 
solutions, smart technologies are becoming increasingly 
important. Also, the role of the users is recognized as an 
important factor for the building performance efficiency [3]. 
In accordance with the new building paradigm, human needs 
are placed as the central point for energy optimization and user 
actions are integrated in building management processes [4]. 
In the HVAC system domain, the human dimension is 
included through the thermal comfort component which can 
be reflected through the occupant’s health, productivity, 
satisfaction with the environmental conditions etc. Thermal 
comfort is defined as “the condition of mind that expresses 
satisfaction with the thermal environment” and is currently 
regulated through ASHRAE 55 and ISO 7730 standards based 
on the Predicted Mean Vote (PMV) model [5][6]. It takes into 
account four environmental variables (air temperature, air 
velocity, relative humidity and mean radiant temperature) and 
two human-related (clothing insulation - CLO and metabolic 
rate - MET) variables. However, above-mentioned 
standardized approach is found to be too general and has been 
questioned lately. Researchers have pointed out that it might 

be insufficient, as it doesn’t take into account individual 
differences of the occupants, i.e. the diversity in their 
metabolic rate, clothing level, expectations, gender, 
physiology etc. [7][8]. This can lead to disproportion between 
the calculated and real energy consumption in the buildings 
which leads to irrational energy use (overcooling / 
overheating) [9]. Personalized, user-centric thermal-comfort 
models are recognized as promising solutions to the above-
mentioned drawbacks, aiming to optimize both the energy 
consumption and user comfort. Personal comfort models are 
considered as data-driven, and are dedicated to collecting the 
individual real-time information from the user and the 
surroundings (i.e. air temperature) via sensors. This approach 
provides a huge amount of information used as input to the 
developing models. Therefore, the overall accuracy of the 
model is directly conditioned by the appropriate selection of 
the influential parameters [10]. To develop accurate thermal 
comfort models, human perspective should be better 
investigated. Human segment encompasses monitoring 
physiological signals (herat rate, body temperature) and user’s 
subjective evaluation of the environmental conditions. Some 
studies have tried to develop personalized thermal comfort 
conditions in the buildings by adjusting thermal conditions in 
small building areas or installing devices for heating or 
cooling to target specific parts of the human body [11]. 
Another approach, data-driven is based on the collecting 
relevant thermal comfort parameters with sensing devices and 
development of methods for managing the indoor conditions 
based on the collected information in order to achieve thermal 
comfort of the users. The selection of the parameters for data 
driven thermal comfort modelling relies mostly on the 
physical and personal variables defined in the PMV model [5], 
but in the literature, some additional parameters were found to 
be related with the thermal comfort of the individual, i.e. skin 
temperature [12] and heart rate (HR) of the occupants [13]. 
Data-driven approach for personal thermal comfort was 
motivation for the thermal comfort investigation in the office 
building, and is described further in the paper. Related work 
includes various experiments with sensing technologies. 
Wearable devices were used for physiological data acquisition 
from the users i.e. Apple watch series 4 [14], Microsoft Band 
2 [15] and Empatica E4 wristband [16] for heart rate and skin 
temperature data and activity-based sensor Move 3 in [17] for 
measuring metabolic rate. In [18] authors applied different 
approach using Kinect camera and in [19] video camera was 
used for user’s metabolic rate and CLO values detection. [20] 
tried to detect the occupant’s skin temperature with a thermal 
camera. The main objective of the experiment within 
presented phD work is to investigate the correlation between 
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the human physiological parameters and the environmental 
conditions in offices with the subjective evaluation from the 
users.   

II. METHODOLOGY AND CONCEPTUAL APPROACH 

Ccommercially available low-cost smart wearable devices 

„E66 Smart Bracelet Body Temperature and Heart Rate 

Monitoring Sports Pedometer Smart Watch”  (E66) were 

selected as the measuring devices for the physiological inputs 

in the experiment.  The research was conducted by placing two 

E66 bracelets to monitor the heart rate and skin temperature 

of users during day in the office. Simultaneously ambient 

sensors (Decentlab DL-IAM) were installed for air 

temperature, relative air humidity and carbon dioxide (CO2) 

detection. The conditions in the observed room were adjusted 

to examine specific temperature change scenarios (heating 

and cooling). Users were also asked to give a thermal 

sensation vote through a questionnaire about their subjective 

evaluation of thermal conditions in the office every hour, or 

more often if they experience a significant change in the 

thermal conditions in the room. The thermal sensation vote is 

based on the ASHRAE 7-point scale (from -3 (cold) to +3 

(hot) where zero represents neutral thermal sensation). Overall 

inputs included personal parameters of the users (heart rate, 

skin temperature, subjective evaluation, individual differences 

between subjects i.e. age, sex, BMI, clothing level) and 

environmental parameters (air temperature, relative humidity, 

CO2). Collected information could be useful for modelling the 

personal thermal comfort as important basis for smart 

regulation of the building energy systems. The scheme of the 

proposed system is presented in the Figure 1.  

 
Fig. 1. Air conditioning regulation system based 

on the thermal comfort prediction of the user 

FUTURE RESEARCH WORK 

For the future work, applicability of machine learning 

algorithms for personal thermal comfort modelling should be 

conducted on the collected data from the experiment to 

predict user comfort with the physiological and 

environmental data as inputs. Finally, based on the prediction 

of the presonal user's comfort, an algorithm for regulation of 

the split heat pump air conditioning system is planned to be 

developed. It could then be investigated if such approach has 

a perspective for application in smart buildings through 

intelligent management of heating and cooling systems and 

the energy efficiency of the proposed systems will be 

evaluated. 
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Abstract—The IoT vision of ubiquitous and pervasive comput-
ing gives rise to future Smart Environments comprising physical
and digital world. Rapid population growth has resulted in the
increased agricultural production demands where efficient water
management is crucial, where as modern urban areas today are
faced with vast increase of vehicles and inadequate parking
systems. Existing solutions are based on data received from
the power hungry/expensive sensors that are transmitting the
sensed data over the wireless channel. Over time, the systems
become difficult to maintain, especially in remote areas due to
the battery replacement issues with large number of devices.
Smart irrigation ecosystem and Smart Parking management
combined with Machine Learning can provide solutions that
successfully solve the soil humidity and free parking sensing
task in order to ensure optimal water usage as well as reducing
the fuel consumption. This work explores a concept of a novel,
low-power, LoRa-based, cost-effective beacon-based mechanism,
which achieves humidity and parking sensing with high accuracy
using Machine Learning techniques simply by measuring signal
strength from the given beacon device.

Index Terms—IoT, Soil humidity, RSSI, LoRa, Machine Learn-
ing, Parking Occupancy

I. INTRODUCTION

The constantly evolving and ubiquitous domain of smart
connected things known as the Internet of Things (IoT)
has found its applications in various areas from healthcare,
agriculture, automotive systems, to smart cities [1]. The world
population is estimated to rise up to 9.7 billion by 2050 and
there will be great demand for food. In agriculture, efficient
water usage and irrigation methods are essential for increase
of productivity and economic benefit, since it is estimated
that 40% of water used for agriculture is lost in developing
countries [2]. Yet another effect of the recent rapid population
growth is the increase of vehicles in urban city areas. Existing
parking systems are inadequate or unable to handle parking
loads, since it is estimated that drivers spend around 7.8
minutes in finding free parking lots [3]. One of the major
issue that arise from this is the increase of fuel consumption
and air pollution. In order to address the above mentioned
problems, a novel approach must provide a cost and energy
effective device that has unique advantage over the existing
solutions.

II. THE RESEARCH TOPIC PRESENTATION

In this research, LoRaWAN radio technology was employed,
which allowed battery-enabled sensor devices to communicate

low throughput data over long distances. Namely, I2C soil-
moisture sensor device buried 14 cm below ground was used
for soil humidity and temperature monitoring and two indoor
LoRaWAN gateways for data collection. For the purpose of
collecting parking occupancy detection, five Libelium Smart
Parking sensor devices were placed at the faculty parking lot
and three LoRaWAN gateways (two indoor and one outdoor).
Installed gateways employ TTN technology that allows collec-
tion of data from gateways and their storage into a designated
InfluxDB database as shown in Fig. 1. The collected data
comprised information about parking lot occupancy status,
Soil humidity, Received Signal Strength Indicator (RSSI) in
dBm, Signal to Noise Ratio (SNR) for every gateway, gateway
ID, Sensor ID, as well as the timestamp of the moment at
which the data was received by TTN gateway.

Extensive Data analyses revealed that changes of RSSI and
SNR highly correlate with the change of Soil humidity and
parking occupancy (Fig. 2 and Fig. 4).

For estimation of Soil humidity from RSSI and SNR values,
a Long-Short Term Memory (LSTM) neural network model
obtained a MSE and MAE errors of 0.00018 and 0.01043,
respectively (Fig. 3.), out-preforming other tested algorithms,
with hyper-parameters given in Table I. For parking occupancy
classification, a Neural Networks (NN) model, (presented in
Fig. 5) reached 96% and 95% Accuracy on validation and test
set respectfully, and 98% AUC on both validation and test set.
As can be seen in Fig. 6), NN model is able to distinguishing
occupied and free parking space exceptionally well.

Therefore, a cost-effective solution would employ Machine
Learning techniques for detecting changes in the environment
solely by measuring signal strength, namely a simple beacon
device that will not require any sensor readings.

REFERENCES
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cupancy through software: Smart parking proof of concept,” Electronics,
vol. 9, no. 12, 2020.

[2] A. N. Harun, M. R. M. Kassim, I. Mat, and S. S. Ramli, “Precision irri-
gation using wireless sensor network,” in 2015 International Conference
on Smart Sensors and Application (ICSSA), 2015, pp. 71–75.
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Figure 1: Network architecture of LoRaWAN-based soil mois-
ture and Libelium Smart Parking sensors system.

Table I: LSTM model hyper-parameters

Hyper-parameter Values
number of neurons 32
Learning rate 0.001
Number of epochs 100
Optimizer RMSprop
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Figure 2: Smoothed RSSI2 values correlated with specific Soil
humidity classes. The circle size represents the relative portion
of RSSI data within the humidity class.
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Figure 3: Estimation of soil humidity with the LSTM model
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Figure 4: Histograms of RSSI values for Smart Parking Sensor
2 for free and occupied parking status from (left) Gateway 1
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Input layer 1st hidden layer
256 units, ReLU

2nd hidden layer
128 units, ReLU

Output layer
1 unit

Month

Day

Hour

Sensor ID

RSSI

SNR

Gateway ID
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Abstract—Adaptable antenna systems and microwave fron-
tends are key elements of modern wireless localization and
communication systems as they affect the overall performance
and reliability. Two of the factors that can be exploited are
the Polarization Diversity and scaling towards the mmWave
frequency. In our approach, we study the advantages and disad-
vantages of each technique, therefore hardware implementations
are proposed to demonstrate their impact in real world scenarios.
To evaluate the performance, a two-step plan is in place, starting
with the design, simulation and optimization of a Cavity Backed
Archimedean Spiral Antenna (ASA) and subsequently moving
to the mmWave frequency range to implement Reconfigurable
Reflectarrays.

Index Terms—dependability, reconfigurable antennas, circular
polarization, localization

I. INTRODUCTION

In recent years, the Internet of Things (IoT) has become
one of the most prominent technological trends. A growing
portion of IoT devices has been designed for consumer use,
with applications varying from home automation to connected
healthcare. As IoT deeper integrates into our everyday life, it
has become imperative to design more dependable systems,
since IoT failures may have disastrous consequences. This
issue is the focus of the LEAD Project Dependable IoT that
was launched by TU Graz and in which the present work
is conducted. The emphasis of this PhD-thesis lies in the
design of tunable microwave frontends for applications in
communication and localization systems.

Advances in millimeter-wave radio technology have raised
increasing attention due to their potential advantages in the
implementation of highly accurate positioning systems. Com-
pared with existing wireless technologies, mmWave radios
adopt higher carrier frequencies thus offering broader band-
widths, narrower beams, and strong detection ability. These
properties make mmWave systems an ideal candidate to imple-
ment location-aware adaptive systems [1]. The main objective
in this project is to identify efficient frontend architectures
with enhanced beamforming capability to optimize the system
performance and resource allocation in realistic environments,
hence improving system-wide scalability and positioning per-
formance. Building upon the latter, the development of low-
profile, power-efficient, and scalable frontends is targeted,

II. PROPOSED SOLUTIONS

To address the challenges imposed by wireless communica-
tion and localization systems two possible improvement areas
for tunable microwave frontends, both in terms of reliability
and accuracy were identified.

A. Polarization diversity

One of the most well known techniques used for improving
the reliability of a message signal in a wireless system
is the diversity scheme. The diversity scheme uses two or
more communication channels with different characteristics,
to reduce the effect of fading and co-channel interference [2].
This concept relies on the fact that different channels can
experience different levels of fading and interference, thus,
multiple versions of the same signal are transmitted. Depend-
ing on the electromagnetic characteristic of the signals that are
being exploited, it is possible to find systems based on time,
frequency or space diversity. Nevertheless, there is another
not thoroughly exploited characteristic of an electromagnetic
signal that can be use in diversity techniques, the polarization
of propagating waves [3].

In radar systems, it has been shown that Circularly Polarized
Waves (CPWs) can reduce the amplitude fade and improve
the anti-multipath fading capability without the need of using
additional elements like equalizers [4]. Additionally, when a
CPW is transmitted, the polarization is reversed on specular
reflection: a right-hand incident wave yields a left-handed re-
flected wave and vice versa. Thus, under Line-of-Sight (LOS)
conditions, the receiving antenna will not be responsive to
the odd-bounce reflected waves hence avoiding depolarization.
On the other hand, unlike Linearly Polarized (LP) antennas,
Circularly Polarized (CP) antennas are ideal to address the
challenges associated with mobility on both mobile and fixed
devices due to their superior propagation characteristics in
adverse weather conditions and non-LOS applications [5].

B. Scaling towards the mmWave frequency band

The development of bandwidth intensive applications shows
no signs of slowing down in the future. Recent work on
mmWave wireless systems showed the potential advantages for
highly accurate positioning due to the use of highly directional
antennas, which yield superior angular measurements and
allow to better resolve multi-path components [6].
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Fig. 1. Atmospheric and molecular absortion at mmWave frequencies [7]

The high-frequency bands in the spectrum above 24 GHz
are targeted as having the potential to support large bandwidths
and high data rates, ideal for increasing the capacity of
wireless networks. Owe to the short wavelengths, mmWave
devices can pack more antenna elements in the same physical
dimensions in comparison with RF frequencies, obtaining
narrower beams [7]. Nevertheless, mmWave systems suffer
from some drawbacks too, mainly due to the high attenuation
levels caused by atmospheric gases (Fig. 1). It can be observed
that in some frequency ranges such as 35, 94, 140, and 220
GHz, mmWave propagation experience relative small levels of
attenuation (local minima).

We hypothesize that the shift towards the mmWave fre-
quency range with a location-aware approach, can improve
the scalability and dependability of localization systems while
reducing their complexity.

III. HARDWARE IMPLEMENTATION

To showcase an implementation on how these concepts can
impact the accuracy and the reliability of localization systems,
the design of two types of antennas is envisaged. During the
first phase of the LEAD Project Dependable IoT, an indoor
localization system based on a switchable antenna system was
developed, thus, to evaluate the impact of using the polar-
ization diversity technique, the antennas used in said system
will be replaced by equivalent CP antennas. Thus, the design
goals were defined as: Half Power Beamwidth (HPBW=90 ◦)
to achieve a 360 ◦ coverage with 4 antennas,axial ratio lower
than 3 [dB] in the frequency range of operation, to guarantee
the radiation of CP waves. Finally, all the parameters of the
CP antenna should be stable in the 3-7 GHz frequency range.

One of the antennas that fits the design requirements is the
ASA. This type of antenna is frequency independent, present-
ing small variations in the different parameters. On the other
hand, ASAs present higher gain levels and HPBW compared
to other CP antennas. The designed antenna integrates a cavity
to reduce the back and side lobe magnitudes. An antenna with
this characteristics has been designed and simulated, currently
it is in the fabrication process.

On the other side, to address the scalability in frequency
and take full advantage of it, one of the most promising

options is the concept of the reflectarray antenna. This type
is known to have high gain, high directivity and low profile
[9]. Reflectarrays are a promising platform to implement re-
configurable antennas with beam scanning capabilities. Recent
work has shown that adaptable beam switching can be used
to avoid lateral interference to minimize collisions between
network nodes, thus reducing network traffic and maximizing
scalability [10].

IV. SUMMARY AND OUTLOOK

The development of antennas that can improve the reliability
and accuracy of localization and communication systems is
aimed. Based on this idea, two areas of opportunity have
been defined, the application of Polarization Diversity and the
scalability in frequency to the mmWave frequency range. To
prove these techniques, the design of two types of antennas
is under development. At first, a Cavity Backed ASA should
be the tool to prove the concept of applying the Polarization
Diversity Technique, by substituting LP antennas in an already
implemented localization system.The future work will consist
of the development of a reflectarray antenna to address the
challenge of scalability in frequency, once the impact of
using CP antennas is validated, a prototype combining both
techniques will be considered for development.
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Abstract—Given that the 5th generation mobile communication
technology (5G) is currently being actively deployed worldwide,
international guidelines and standards for human exposure to
radiated electromagnetic fields have been revised. Entering the
mmWave frequency range, incident (or epithelial) power density
is adopted as the new dosimetric reference level. However, most
of the researchers still use classical and outdated techniques
that rely heavily on finite difference schemes which introduce
rough approximations of human tissue geometry, and thus lose
the mathematical rigor of the formulation and do not acquire
physical interpretability of the final result. This paper aims to
present threefold progress to current efforts in assessment of
incident power density: (i) use of non-planar, multi-layer models
of human tissue; (ii) application of realistic exposure scenarios;
(iii) faster and more accurate computation supported by modern
data-driven techniques.

Index Terms—computational dosimetry, incident power den-
sity, 5G communication technology

I. INTRODUCTION

Due to the increase in the number of smart personal mobile
devices and the consequent need for greater network capac-
ity and reliability, the 5th generation mobile communication
technology (5G) utilizes mmWave frequency spectrum. As
biological effects of radiation in ultra and super high frequency
bands of radio spectrum, 3 GHz to 30 GHz and 30 GHz
to 300 GHz, respectively, have been scarcely investigated,
the international guidelines [1] for human protection from
electromagnetic fields have been revised, focusing on frequen-
cies above the transition frequency of 6 GHz. For such high
frequencies, the effect of radiation is substantial on the surface
and negligible elsewhere throughout the tissue. Therefore,
novel dosimetric reference level for human exposure has been
determined as the incident power density (IPD). IPD is a free
space approximation of the absorbed power density averaged
over an irradiated area of tissue, A, of either 1 cm2 or 4
cm2, corresponding to the area of the exposed surface of 1
g or 10 g cube of tissue, respectively [2]. It is defined as
the surface integral of the real part of the magnitude of the
Poynting vector, ~S, as follows:

Sab =
1

2A

∫∫
A

<[~S]d~s (1)

where ~S = ~E × ~H∗ and yields a direction of the electromag-
netic wave propagation.

More than ever, simulations of human exposure have to
be executed with high numerical accuracy, and within more
realistic exposure scenarios. This paper summarizes current
efforts on potential improvements in relation to the overall
computational dosimetry research for human exposure to
radio-frequency electromagnetic waves conducted so far [3],
focusing on near-field conditions.

II. IMPROVEMENTS IN THE ASSESSMENT OF THE IPD

A. Realistic sources of radiated electromagnetic fields

Human exposure simulations are conducted by placing a
center-fed half-wave dipole as a realistic source of radiated
electromagnetic fields in the immediate vicinity of the model
of human head. Current distribution along the dipole is gov-
erned by the Pocklington integro-differential equation, and
the solution is carried out by means of Galerkin-Bubnov
scheme of the indirect boundary element method. It is then
straightforward to obtain electric and magnetic field equations
from the boundary element formalism itself [4].

B. Application of automatic differentiation

Automatic differentiation (AD) is a set of techniques in
which a numeric computer program can be differentiated
algorithmically to machine precision without producing round-
off and truncation errors [5]. AD is ubiquitous in many compu-
tational sciences, notably machine learning, but still underuti-
lized in the area of computational dosimetry and computational
electromagnetism in general. Thanks to the renaissance in the
development of AD-powered libraries, authors in [6] showcase
seamless implementation of AD in the assessment of the IPD
with some illustrative examples. AD has been proven superior
over numerical differentiation by means of the computation
speed and accuracy.

C. Realistic human models

Non-planar geometries, either spherical as in figs. 1a and 1b
or realistic as in figs. 2a and 2b, require the use of a surface
integration of vector field in order to obtain the solution of
eq. (1). For spherical models, one can perform a Gaussian
quadrature tailored to a specific geometry by converting the
Cartesian representation of point cloud to spherical coordi-
nates, demonstrated in fig. 1c. For realistic models, analytical
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Fig. 1: Power density distribution over a 3-D spherical, homogeneous model of human head, which diametrically extends to
18 cm. Half-wave dipole, set to operating frequency of 10 GHz, is located at a distance of 5 mm from the averaging area.
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w.r.t. which the IPD needs to be computed.

Fig. 2: Power density distribution over a 3-D realistic model of human head. Averaging area, A, equals to 4 cm2, distance
between the half-wave dipole and the averaging area, d, is 15 mm, and operating frequency of the dipole, f , is set to 10 GHz.

definition of the integral variable vector, d~s, is unfeasible. The
parametrization of such averaging surfaces will have to be
performed via physics-informed neural networks [7], where
the y axis could be expressed as the functional of x and z
axes, fig. 2c. This extends into future research work.

III. CONCLUDING REMARKS

This paper provides a concise overview of the research
conducted to improve the computation speed and numerical
accuracy of simulations of human exposure to radiated elec-
tromagnetic fields through the incident power density. Future
work will deal with the numerical evaluation of the incident
power density on extremely irregular surfaces, e.g., exposed
regions of human head, where common quadrature techniques
cannot be applied effectively.
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Abstract— Devices used for IoT in agriculture have specific 

requirements needed to function in remote areas. The devices will 

have their power source, so the network must be energy efficient, 

electricity consumption must be minimal. Long-range 

communication and low energy consumption are crucial for 

function, and LPWAN technologies are designed for that purpose. 

Leading technologies are analyzed individually, then compared 

considering agricultural applications. In this paper, we present 

our future work, IoT solutions in agriculture using LoRa 

technology. 

Keywords—LPWAN (Low Power Wide Area Network), LoRa, 

Sigfox, NB-IoT 

I. INTRODUCTION 

Given current smart systems for data collection and 
processing in agriculture, conventional wireless technology 
has a short range of high-energy systems for monitoring 
environmental parameters. LPWAN (Low Power Wide Area 
Network) is a name for high-range, low-power technologies. 
The specifics of LPWAN technologies are low energy 
consumption and long-range, from 10 to 40 km in open areas, 
while in urban areas, the range is from 1 to 5 km. For use in 
agriculture, long-range and low power is required. LPWAN is 
the only group of wireless technologies that can offer long-
range and low power. In addition, a great advantage is the cost 
of use. These characteristics make LPWAN technologies the 
most practical for IoT in agriculture. There are many LPWAN 
technologies, and new ones are constantly emerging and 
existing ones are being improved, but currently, LoRa, Sigfox, 
and NB-IoT are leaders in the field. To allow communication 
to all users, the duty cycle is limited to 1%, so that each device 
can send data only 1% of the time. Exceptions are 
technologies like NB-IoT that use a licensed spectrum. 
LPWAN technologies have features suitable for wireless 
sensor networks that do not require frequent communication 
and data transmission over long distances and with high 
transmission speeds [1]. 

II. LPWAN TECHNOLOGIES 

A. LoRa 

LoRa is a physical layer developed by Semtech 
Corporation. The second part is LoRaWAN, which are open 
specifications developed by the LoRa Alliance, determined by 
the Medium Access Control (MAC) and LoRa network layer. 
LoRa uses CSS (Chirp Spread Spectrum) modulation that 
enables two-way long-range communication with low power 
consumption. The data transfer rate and communication range 
can be adjusted by the Spreading Factor (SF). A higher 
expansion factor allows for a more extended range and 
reduces the data transfer rate with a higher risk of data loss as 

data transmission time increases. The CR rate factor (Code 
Rate), which can be 4/5, 4/6, 4/7, or 4/8, also affects the range 
and speed of data transfer by adjusting. The bandwidth is set 
to 125 kHz, 250 kHz, or 500 kHz. 

Depending on the expansion factor, bandwidth, 
transmission power, encoding factor, and midrange, the speed 
is 0.3 to 50 kbit / s, while the maximum size of the message to 
be sent is 243 bits [2]. It is possible to use three modes of 
communication, where class A consumes the least energy and 
class C the most. Power consumption will depend on the time 
the device spends in a particular state and class. The device 
can send data, receiving data, and "sleep" mode where the 
device saves energy. The device enters sleep mode each time 
it finishes sending or receiving data to achieve maximum 
power efficiency. When receiving data, the device switches 
from standby to active mode, which significantly increases 
power consumption. The highest power consumption is when 
sending data, and this depends on how much power is used 
during transmission, where more power consumes more 
energy. Periods are spent in certain states depending on the 
class used for work. Class A operates so that the device is in 
sleep mode when there is no data exchange. Class B indicates 
the device's activity, and thus higher energy consumption, 
while class C work in such a way that the device is constantly 
working and listening to incoming messages while not 
sending data. So, although the device itself is designed for 
minimum power consumption, power consumption depends 
on the mode of operation. Using Class A with several daily 
data transfers means that the device will spend most of its time 
in sleep mode, thus achieving energy efficiency, with a 
standard battery having a lifespan of more than ten years [3].  

B. Sigfox 

Sigfox is the name for a company founded in France in 
2009 and wireless LPWAN technology. It enables 
communication over long distances with low power 
consumption and low data transfer speed. It does not use 
licensed channels; it uses an ISM band ranging from 862 MHz 
to 928 MHz. In addition, it uses a 192 kHz UNB (Ultra 
Narrow Band) band. The modulation technique it uses is 
Binary Phase Shift Keying (BPSK), so end devices use a 
bandwidth of 100 Hz per message with a transmission speed 
of up to 600 bit / s depending on where the device is located. 
The very narrow bandwidth allows low noise levels, low 
power consumption, and high receiver sensitivity. The 
package to be sent contains 12 primary data so that the 
maximum quantity can be sent at one time. It is possible to 
transmit only 36 seconds and six messages within an hour, 
making 140 messages per day while only four messages per 
day can be received, which means that it can not receive a 
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confirmation for each message sent. Globally, Sigfox is 
divided into seven geographical zones according to radio 
configuration. Operating rules are defined for each zone like 
operating frequency, power of transmitting, spectrum access, 
etc. Because of differences in rules, laws, and obstacles, 
Sigfox provides LQI (Link Quality Indicator), which points to 
the quality of connectivity. LQI is based on the sensitivity of 
receiver RSSI (Received Signal Strenght Indicator), many 
receiver nodes, and RC zones. For better QoS (Quality of 
Service), Sigfox uses the Cooperative Reception method. 
With these methods, the end device is not connected to just 
one gateway, but any gateway near the device can receive a 
message from the end device. To enable better QoS because 
multiple receivers can receive the same message, which is 
redundant, it is more likely to receive a message if one receiver 
is not the direct message [4]. 

C. NB-IoT 

NB-IoT (Narrowband Internet of Things) belongs to the 
licensed cellular technology of low-power Wide- Area 
Network, LPWAN based on LTE (Long-Term Evolution). 
Bandwidth NB-IoT can coexist in the Global System for 
Mobile Communications (GSM). NB-IoT technology is made 
from pre-existing LTE functionality. It has many similar 
features to mobile networks, but belongs to LPWAN 
technologies because it consumes less energy than existing 
LTE technologies, has a more extensive range, and a large 
capacity of the device, which can be more than 52000 per 
channel. It can function in three different ways: Standalone 
operation; In-band operation, and Guard band operation. It can 
use one 200 kHz GSM channel in standalone mode, while 
bandwidth uses one or more Physical Resource Blocks (LB) 
from LTE, which is 180 kHz. To avoid interference, the NB-
IoT must not send data in time and frequency as well as LTE. 
When in In-band operation mode, the NB-IoT is located along 
with the LTE band. In this way, the maximum transmission 
power is used, and interference is present only on one side 
located next to the LTE band [5].  

III. COMPARISON AND APPLICATION 

Differences between LoRa, Sigfox, and NB-IoT are not 
significant considering their general specifications like range, 
power consumption, latency, and bandwidth. Detailed 
specifications are shown in Table 1. NB-IoT developed from 
cellular technologies has advantages of already developed 
infrastructure. It can be easily deployed and used in locations 
within the range of cellular towers. The negative side of NB-
IoT is use in highly remote and isolated areas where cellular 
towers are not in range. Sigfox uses an unlicenced ISM band 
just like LoRa and similarly to NB-IoT, it has its 

infrastructure. The advantage of Sigfox is longer range than 
LoRa or NB-IoT. Another significant aspect of Sigfox is the 
limited data packets that can be sent.With limited data packets, 
not only is the amount of data that can be sent limited but it 
also limits encryption data. A low-power and long-range 
system based on LoRa technology will be presented and 
applied in our future works. A temperature sensor and a soil 
moisture sensor will be used to collect information of moisture 
and temperature parameters. If there is a need for monitoring 
of other parameters, sensors will be added to detect carbon 
dioxide concentration, light intensity sensor etc. LoRa is a 
wide range wireless communication technology that allows 
energy savings, transparent transmission, and monitoring. The 
transferred data will be stored, processed, and displayed using 
the application. The system consists of an application layer, a 
network layer, and various sensors. Two types of sensors are 
used: a soil moisture sensor and a temperature sensor. The 
communication module used in the network layer is based on 
the LoRa protocol. The system will be set up and applied to 
the cornfield. The collected data will help the field manager 
more easily monitor environmental conditions in real-time 
and timely response to various climatic disasters. 

IV. CONCLUSION 

LPWAN technologies fulfill all the requirements for IoT 
in agriculture unless there is a need for large data transfer or 
low latency. Data collected from sensors in the field can be 
transferred over a large distance in relatively real-time with 
low power consumption and low expenses. Low power 
consumption is practical considering that devices used for IoT 
in agriculture need to have their power supply. Long-range is 
required considering that devices for agriculture are located in 
remote and vast areas. LPWAN, LoRa, Sigfox, and NB-IoT 
provide all the necessary specifications for practical and 
efficient IoT in agriculture. Further research will be dedicated 
to testing and comparing these communication technologies 
and selecting the most suitable IoT in agriculture. 
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TABLE 1. LPWAN COMPARISON 

Technology LoRa Sigfox NB-IoT 

Range (km) <20 <50 <10 

Bandwidth 150/250/500 

kHz 

100 Hz 180 kHz 

Frequency 

(MHz) 

868 868 800/900/1800 

Data rate 50 kbps 100 

bps 

200 kbps 

Latency 10 ms 30 ms 10 s 

Battery life 

(years) 

>10 <10 >10 
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    Abstract — In this paper, human body exposure to high 

frequency (HF) electromagnetic field is analyzed. Antennas and 

wireless power transfer (WPT) systems are analytically and 

numerically modelled in free space. The analysis is carried out 

for simplified cylinder model of human body exposed to HF 

radiation in terms of induced electrical field and current density 

at frequency of 13.56 MHz. The results obtained analytically are 

validated by numerical simulations in commercial software 

FEKO, based on Method of Moments (MoM). It is shown that 

there is no significant difference in current density and induced 

electrical field while using different approaches (analytical and 

numerical) which is excellent for theoretical calculations limited 

on simplified models so both approaches can be used for human 

body exposure estimation in defined scenarios. 

 
Keywords—human exposure; analytical approach; current 

density; specific absorption rate 

I. INTRODUCTION 

As wireless power transfer (WPT) includes a radio 

frequency (RF) transmitter that sometimes can be settled near 

a living being, this paper investigates a possibility to derive 

some simple closed-form analytical formula for human 

model exposure estimation and analysis. For that purpose, as 

a first step, a simplified approximation of a human body by 

an equivalent cylinder is applied. Many dosimetry studies 

have been performed to evaluate the exposure levels with 

respect to the basic restrictions [1-6]. The purpose of this 

paper is to address the analytical modelling approach for 

evaluation of antenna influence on wire structure 

representation human body model and show how it can be 

used in defined scenarios. The frequency domain formulation 

is based on the integro differential equation of the 

Pocklington type. This paper presents an electromagnetic 

wireless power transmitter environment consisting of the 

human, modelled as cylinder, and antenna transmitting on the 

frequency of f = 13.56 MHz. The results were compared with 

international protection standards.  

The paper is organized as follows: Section 2 provides 

analytical description of WPT system; numerical modelling 

is given in Section 3; results are given Section 4; the 

conclusion is given in Section 5.  

II. ANALYTICAL FORMULATION 

The geometry of interest is related to human body model 

represented as thin wire structure at defined frequency. It is 

assumed that human is barefoot placed in free space with 

arms are in close contact with the human body. Equivalent 

model assumption means that the height L and width a of the 

model equals to the height and width of the average human.  

A. ELECTRIC FIELD 

 

                       Fig. 1. Near field modeling with TE10 mode. 

 

Electric field TE10 mode (shown in Fig. 1) can be 

formulated as [7]:  

�⃗⃗� = −𝑗𝛽√
3𝑃𝑍0

4𝜋
[

1

𝑗𝛽𝑟
+

1

(𝑗𝛽𝑟)2
] 𝑠𝑖𝑛𝜃𝑒−𝑗𝛽𝑟𝑒𝜙⃗⃗⃗⃗        (1) 

 

where Z0 is impedance of free space, θ is polar wave angle, 

β = 2π/λ is phase constant and P is radiated power: 

 

𝑃 = 𝜂𝑟𝑎𝑑𝑃𝐺                                  (2)      

                                           

ηrad is antenna efficiency and PG is the power supplied to the 

transmitter antenna by the matched generator at its input.                                              

B. CURRENT DENSITY 

 

Pocklington equation in differential form is given by: 
𝑑2𝐼(𝑧)

𝑑𝑧2 + 𝑘2𝐼(𝑧) = 𝑓(𝑧)                      (3) 

where: 

𝑘 = √
𝜇𝜀

2𝜋
                                   (4) 

and: 

𝑓(𝑧) = −𝑗𝜔
2𝜋𝜀

ln
2ℎ

𝑎

𝐸𝑍(𝑧, 𝑎)                          (5) 

where h = L/2. Differential equation of second order can be 

solved using method of variation constants with using the 

boundary condition on end of wire I(h) = I (-h) = 0. Using 

Eqs. 3-5 and after performing some mathematical 

manipulations solution of Pocklington equation is given as: 

 

𝐼(𝑧) = 4𝜋
𝐸𝑧

𝑗𝜔𝜇 ln
2ℎ

𝑎

[1 −
𝑐𝑜𝑠𝑘𝑧

𝑐𝑜𝑠𝑘𝐿
]                 (6) 
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III. NUMERICAL FORMULATION  

Electromagnetic modelling of WPT system is carried out 

using commercial software FEKO (Method of Moments-

MoM for wire antenna) whereas surface equivalent principle 

(SEP) is applied for homogeneous dielectric bodies of 

simplified shape. The WPT system uses perfectly electrically 

conducting (PEC) small loop antenna with radius of 2.5 cm 

at f = 13.56 MHz shown in Fig. 2a. Free space characteristics 

of antenna are shown in Table I. Transmitter input power is 

set on 5 W (where no mismatch at the input is assumed). The 

human is modelled as cylinder in vertical position with length 

L = 1.8 m and radius a = 0.2 m with corresponding electrical 

characteristics of the tissue [8]. Transmitter antenna is set in 

front of human model at height of 1.2 m, as shown in Fig.2b, 

which is the worst-case scenario assumption similar to [9]. 

The values of dp1 and dp2 equal to the gap between the cylinder 

and the loop antenna. 

 
                     (a)                                  (b) 

 
Fig.2.  (a) Geometry of antenna, 

(b) simplified cylinder human body model standing in free space and 

transmitter antenna. 

 
TABLE I.  Free space characteristics of the simulated antenna  

Frequency f (Hz) Rin (Ω) 𝜂rad (%) 

13.56M 1.1146E-04 0.5311 

IV. DISCUSSION OF RESULTS 

The total electric field E and current density J are analyzed 

analytically (using Eqs. 1-2 and Eqs. 3-6, respectively) and 

numerically (in FEKO). The values of electric field E are 

taken are taken in 181 points along the human body model. 

The results for total electric field E are given at Fig. 3 and for 

current density J in Table II for gaps dp1 = 40 cm and dp2 = 20 

cm. Observing the obtained results for total electric field 

distribution, it is evident that all curves have the same 

behavior. Also, analytical results are slightly lower in 

amplitude because of limitations of analytical models. The 

maximum electric field E and current density values J are 

obtained at 1.2 m model height because the position of 

transmitter antenna and voltage source. Peak value of the 

current density obtained by simulations and calculations are 

below the prescribed recommendations for general (P) and 

professional population (W), as shown in Table II. 

 

TABLE II. Comparison of the current density J top value with basic 
INCIRP and Croatian recommendations 

Current density (J) calculated top value 

[A/m2] 

Basic INCIRP  

recommendations 

J [A/m2] 

f 

(Hz) 

FEKO ANALYTIC P W 

dp1 dp2 dp1 dp2 

10 50 13.56 

M 
4.55 9.43 3.93 8.35 

 

 
Fig.3: Total electric field E distribution along the cylinder 

human body model (in FEKO simulated at defined distance 

without human body model). 

V. CONCLUSION 

A simplified model for the assessment of human exposure 

to HF electromagnetic field, based on the human equivalent 

antenna representation of the body is presented in this work, 

numerically (by FEKO) and analytically (using Pocklington 

integro differential equation with excitation function in the 

form of the incident field). The current density and electric 

field are calculated analytically and numerically. The method 

presented in this work can provide rapid estimation of the 

phenomena and the obtained results can be of practical use in 

an engineering sense. Therefore, the main feature of the 

method presented so far is related to the simplicity and 

efficiency. 
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Abstract—With the growth of the Internet and the rapid
increase in network speeds, the need for high-performance,
high-throughput network devices is simultaneously increasing.
In order to provide the required services and function properly,
these devices must process network traffic at high speeds,
reaching tens or even hundreds of millions of packets per second.
The lack of flexible and accessible high-throughput network
devices that can handle these requirements becomes a problem,
especially for packet filtering. The goal of this research is to
combine both hardware and software technologies and use the
best of them in a hardware/software hybrid to develop a network
datapath for high-throughput packet filtering.

Index Terms—high-speed networking, hardware/software hy-
brid, packet classification, packet filtering

I. INTRODUCTION

Many devices used in the Internet need to keep up with the
increasing throughput speeds and traffic volume, for example:
routers, firewalls, load-balancers, and other function-specific
appliances that find their use in various high-traffic environ-
ments (e.g., data centers, ISPs, etc.). In order to perform
any type of traffic processing, it is necessary to inspect each
packet individually. This can make the task difficult or even
impossible if a device is deployed in an environment for
which it was not created.

The inability to process large amounts of traffic can lead
to undesirable consequences: packet loss or even complete
failure of the device, depriving users of the services offered.
This can happen for two main reasons: an immense number of
regular users have tried to access the server but the server has
not been able to withstand it, or some bad actors have tried
to send a very large amount of traffic to the server to deny
service to regular users. The latter is called Denial of Service
(DoS). When there are multiple bad actors, it is defined as a
Distributed DoS (DDoS) attack.

According to Cisco [1], the number of DDoS attacks is
increasing and will reach about 15 million per year in 2023.
There are different types of DDoS attacks as noted in this
taxonomy [2], and one of the most difficult to handle are
volume-based attacks. It is impossible to combat the sheer
volume of traffic without distinguishing the “bad” packets
from the “good” ones and filtering them out before they reach
the service. This is especially problematic when dealing with
very high traffic speeds (10 Gbps and above).

Currently, the most common methods to protect the service
from such large-scale DDoS attacks are to either delegate the
traffic to third-party providers that scrub and return traffic
using a technique called “scrubbing”, or use hardware-based
filters in special appliances at the edge of their network.
There are certain industries (e.g., in financial sector) that must

adhere to rules and regulations related to privacy and data
confidentiality, so any option that requires traffic to be sent
to a third party introduces potential misuse of confidential
information and therefore security and privacy risks. The only
way to avoid this is to use on-premise appliances.

II. METHODOLOGY

There is an abundance of existing hardware and software
solutions that promise both high throughput and high perfor-
mance, but at the cost of drawbacks on both fronts. Hardware
solutions can be expensive, difficult to upgrade and modify,
and suffer from limited space and high power consumption
due to Ternary Content-Addressable Memory (TCAM) — a
technology often used in these kinds of solutions.

Software solutions could until recently withstand large
traffic and even the strongest attacks only with firewalls in
general-purpose operating systems [3]. With the 100 Gbps
network cards becoming a commodity, this is no longer the
case, as these firewalls cannot keep up with today’s packet
processing speed requirements. Even with the recent devel-
opment of high-performance and flexible packet processing
software frameworks, it still does not provide sufficient speed
for more complex packet processing, such as one based on
longest prefix matching (LPM).

An alternative to both hardware and software solutions is
something that takes the best of both worlds and combines it
as a hardware/software hybrid. This combination can provide
a cheap, flexible solution that is easy to update and maintain,
but still fast enough to handle a large number of packets
passing through it, using the speed of hardware devices and
the flexibility of software solutions. There are three common
ways to combine hardware and software: by using FPGA
technology [4] [5], graphic processing units (GPU) [6], or by
using smart network interface controllers (smart NIC) [7].

III. IMPLEMENTATION

This research attempts to find the sweet spot for the hybrid
filter by analyzing both the software and hardware sides
and empirically determining the optimal way to divide the
workload between them. The model of this system is shown
in Fig. 1.

The main challenge is to maximize the offload to hard-
ware depending on the hardware/software specifications and
requirements while minimizing the overhead of communi-
cation between these two components. This is achieved by
a workload distributor, which should be configured to parse
the user-defined ruleset and configurations, and divide the
workload for hardware and software. At the same time, it
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Fig. 1. Hybrid packet classification model and testbed setup: the hardware
part (NetFPGA) is acting as a pre-filter for the more complex software filter.
The protoype implements the transmission of packets over network interfaces
and communication between the two with metadata attached to the packets.
The currently used hardware has limited transmission rates, so the alternative
configuration (transmitting packets over PCIe) is not suitable. The distributor
communicates with the hardware controller via PCIe and with the software
filter via CPU and on-board memory.

should communicate with both and modify any required
parameters within the systems in near real-time.

The hardware part of the filter is implemented using
NetFPGA [8], to simplify software filtering by dinamically
offloading certain rules, parts of rules or needed computa-
tions, especially those that can benefit from parallelism —
one of the advantages of FPGA.

Some classification systems filter packets individually: by
matching source/destination IP addresses and ports, and by
matching other specific patterns in packets. The research
of [7] has shown performance increase of a hybrid system
compared with software-only firewall: from 2 Mpps to 35
Mpps for a simulated DDoS attack of 1000 different IPv4
addresses. Even though the increase was due to powerful
hardware, this system still depends on TCAM to offload
rules to hardware memory, limiting the number of filtered IP
addresses to nowhere near the number of large DDoS attacks,
while decreasing performance with every added IP address.

However, filtering volumetric DDoS attacks can be
done more effectively by whitelisting or blacklisting spe-
cific source/destination IPv4 addresses. For appliances on
larger networks, maintaining relatively large databases of
whitelisted or blacklisted IP addresses/ranges and searching
them would yield better results than filtering a specific IP
address on a per-rule basis. This type of search would need
to use LPM, and part of this research would be exploring
how can it be used as the basis for such a hybrid system.

The developed software part of the filter is suitable for
LPM classification, which provides fast packet filtering for
millions of entries (IP addresses).

Fig. 2. Software firewalls vs LPM packet processing: a large performance
gap between standard firewalls (ipfw and iptables+ipset bridge) and a filter
utilizing LPM (LPM forward).

Fig. 3. On-premise DDoS filter on the edge of a LAN: when placed between
an insecure network (such as Internet) and LAN, it would protect the LAN
by dropping any suspicious packets before reaching their victim.

Since this is a software filter, it disregards some of the
drawbacks of hardware filters: most notably, the lack of mem-
ory, which allows packet classification for high-throughput
networks and defense against even some of the largest DDoS
attacks. The initial results of this software filter for 10 Gbps
traffic and around 300,000 filtered IPv4 addresses/prefixes
can be seen in Fig. 2.

The testbed for this model shown in Fig. 1 uses synthetic
traffic generated with another host and the sink to confirm that
the correct packets are discarded/forwarded with the filter.
Hybrid filter location in the network for a realistic case is
shown in Fig. 3.

IV. CONCLUSION

In this paper, an idea for a hybrid filtering system has been
presented that would improve the current state of hardware,
software and hybrid packet filtering systems combining soft-
ware LPM and reconfigurable FPGA filtering.

The goal of this research is to take advantage of both
software and hardware filtering methods while minimizing
the impact of their disadvantages, as well as improve their
performance by including a separate distributor that splits the
workload depending on the analysis previously performed.

The research will continue by completing the hardware part
of the implementation as well as the distributor.
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Abstract—With the development of better network infras-
tructure and a new generation of wireless networks, the tech-
nology of telepresence and remote reality is becoming more
prominent. Applications of this kind of technology include
remote control of vehicles, remote inspections, telemedicine,
assisted/directed/supervised autonomy, etc. In order to provide
the highest possible end-user quality of experience for this kind of
system, it is necessary to evaluate the quality through subjective
studies and build the system according to the results. This
research aims to evaluate the quality of experience in the case of
an FPV drone piloting system. The QoE evaluation will be used to
develop an optimization algorithm that will, using a specific QoE
model, dynamically adjust video encoder parameters considering
the network state. This paper provides an insight into concepts
and technologies in this research, followed by an overview of the
results of completed studies and plans for future work.

Index Terms—Quality of Experience, Unmanned Aerial Vehi-
cles, FPV, Cloud Gaming, Video Streaming, Remote Reality

I. INTRODUCTION

Remote Reality (RR) is a form of telepresence technology
that, through the appropriate network infrastructure, enables
an immersive experience of a remote real environment in real-
time with latency low enough to enable an interactive experi-
ence in very dynamic scenarios. The specific RR technology
we are focusing on in this research is immersive first-person
view (FPV) drone piloting. FPV is a method of controlling
a radio-controlled (RC) vehicle from the driver’s or pilot’s
viewpoint. As drones equipped with cameras have become
increasingly popular among consumers, technologies enabling
FPV control have gained broader interest. FPV offers an
immersive flight experience by allowing the user to control
a drone using a live video feed, whereby the video signal is
transmitted from the drone’s camera to a head-mounted display
(HMD), i.e., FPV goggles.

One of this technology’s critical requirements is to enable
high-speed video signal transmission from the transmitting
side to the receiving side. Video signal latency is very im-
portant in all remote-controlled [1], or autonomous vehicles
[2] due to the basic functionality and ability of safe control
of such systems. Due to these strict latency requirements,
FPV technology stagnated, with analog video transmission
currently representing the most common implementation. Our
research is directed towards developing a system based ex-
clusively on digital technology, i.e., the digital video signal
is encoded on the transmitting side in a suitable format
for network transmission to the receiving side via IP-based

wireless networks. Introducing digital transmission technology
and wireless networks (e.g., 4G, 5G) would enable higher
quality video and support a much greater range than analog
transmission.

Given variable network conditions commonly observed in
wireless and mobile networks (e.g., bandwidth availability,
delay, packet loss, etc.), there is a need for algorithms that dy-
namically adjust the video encoder parameters to the network
state. Because of the specific characteristics corresponding to
real-time remote vehicle control, which differentiate such use
cases from a general-purpose remote control, there is a need
for the development of specific Quality of Experience (QoE)
models [3]. Authors in [4] define the concept of Quality of
Experience as: ”the degree of delight or annoyance of a person
whose experiencing involves an application, service, or system.
It results from the person’s evaluation of the fulfillment of his
or her expectations and needs with respect to the utility and/or
enjoyment in the light of the person’s context, personality and
current state.”

Fig. 1. Laboratory setup

II. METHODOLOGY

A. Challenges

In order to develop an optimization algorithm based on a
QoE model, there is a need to conduct a series of subjective
user studies. Getting meaningful results requires a review of
related literature to identify relevant case studies for testing.
User studies are planned to be conducted using two laboratory
setups: a virtual prototype, i.e., a drone flight simulator, and
piloting a real drone in controlled network conditions. The
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Fig. 2. Subjective ratings of overall QoE, fluidity, and graphics quality, respectively (95% CI shown).

goal of subjective tests is to determine the influence of the
video encoding parameters and the network on the objective
and subjective characteristics of video transmission. A good
definition of the methodology is crucial for prototype design
but also for conducting the testing. As video encoders are
very complex systems with a large number of parameters, in
practice, it is impossible to examine the impact of each param-
eter through user studies, and it is necessary to dimension the
space of influential parameters and measured characteristics
qualitatively. In addition, it is necessary to define the levels
of experience of the respondents and their possible impact on
the results of user studies.

B. Preliminary study

We conducted our first study using a drone flight simulator
in a laboratory setup (Fig. 1), which simulated remote drone
control utilizing cloud gaming technology with the addition
of FPV goggles as an output display. In this study, we focus
solely on manipulating the video encoding parameters of the
video stream to observe their impact on QoE. Based on related
work [5], we manipulate resolution, frame rate, and bitrate.

The study procedure was realized as follows: at the be-
ginning of the test, participants were first familiarized with
the procedure, presented with the simulator and the controller,
and then given a 10-minute window to familiarize themselves
with the flight simulator controls. After that, the participants
were asked to put on the FPV goggles and begin with
scenario testing. Video encoder parameters were manipulated
as follows: resolution between 3 levels (1280x960 px, 800x600
px, and 400x300 px), frame rate (frames per second, fps)
between 2 levels (60 and 30 fps), and bitrate between 3 levels
(8 Mbps, 3 Mbps, and 1 Mbps). When combined, this resulted
in a total of 18 scenarios, each lasting 90 seconds. After
finishing each test scenario, the participants were instructed
to report overall QoE, perceived fluidity of the virtual world,
and perceived graphics quality, on a standard 5 point Absolute
Category Rating (ACR) scale [6]. Upon finishing the testing,
the participants took off the goggles and were instructed to
fill out a Simulator Sickness Questionnaire (SSQ), specified
according to Balk et al. [7]. The quality MOS scores are given
in Fig. 2.

III. RESULTS AND CONCLUSIONS

Results indicate a significant impact of video encoding
parameters on perceived QoE. Additionally, we collected user
reports on their willingness to continue using the drone sim-
ulator for each test scenario. Data showed a significant drop-
off of willing users in test cases where the MOS for overall
QoE was below 3.5. Furthermore, we gathered user reports
on simulator sickness symptoms manifested during the use of
the FPV drone simulator. Simulator sickness is a key issue
in FPV systems, as symptoms may cause degradation in QoE
and affect user study outcomes.

IV. FUTURE PLANS

In our ongoing and future work, we plan to study the
impact of latency and packet loss before continuing with tests
involving the piloting of real drones via wireless networks.
Additionally, we intend to upgrade the simulator used for
testing by adding better controls and more engaging tasks.
We also aim to investigate frame rate levels below 30 fps for
optimization, as well as the manipulation of additional video
encoding parameters for very low bandwidth levels. Finally, in
addition to conducting a more extensive scale user study, we
plan to consider human factors and involve highly experienced
participants in piloting aerial vehicles.
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Abstract—Nowadays, visually impaired persons use digital
devices thanks to accessibility options such as high contrast and
zoom tools, as well as screen readers that should work with
every application on every platform. Screen readers allow users
to use different applications using the same interactions, making
navigation easier even in newly installed applications. However,
applications developed using certain development platforms such
as Unity are not compatible with screen readers, leaving visually
impaired users without their main navigation tool. This was the
motivation for developing an innovative accessibility feature, a
screen reader simulator, for applications developed in Unity that
do not have screen reader support by default. The developed
accessibility feature - Narration is compatible with desktop and
mobile platforms.

Index Terms—serious games, people with disabilities, social
inclusion, screen reader, accessibility, Unity

I. INTRODUCTION

Accessibility is a measure of how well products, services
and the environment meet the needs of all users, regardless
of age or ability. Accessibility is becoming an increasingly
relevant issue that is evident from the various Web accessibility
regulations around the world [1]. Although there is a legal re-
quirement for some websites and applications to be accessible
for mobile devices, and there are WCAG guidelines [2] that
can help designers and developers achieve this, there is still a
lot of room for improvement. To achieve full accessibility,
compatibility with assistive technologies must be ensured,
which is extremely important for some users. For example,
a screen reader is an assistive technology whose compatibility
with smartphones and computers is essential for visually
impaired and blind individuals to perceive digital information.
Although screen readers are a technology that has long been
integrated into most widely used operating systems (e.g.,
Android, iOS), their compatibility with game engines such as
Unity has not yet been fully achieved. More specifically, an
enabled screen reader on a device may cause a game developed
in Unity to be non-interactive (e.g., buttons cannot be pressed
in the startup scene).

Although Unity does not render user interface elements in a
way that works with external screen readers, there is a plugin
available at Unity Asset Store entitled UI Accessibility Plugin
(UAP), that provides screen reader support for Unity apps
[3]. Even though the UAP plugin has been used in [4], there
are some drawbacks to using it. First, until recently (April
2021), it was not free. The plugin is rated by only a few

users according to which support is either not provided or
is extremely delayed. Additionally, the plugin shows issues in
compatibility with new iOS versions, it is yet to be tested with
newer Android versions. This presents a challenge of interfac-
ing with accessibility APIs at the OS level as OS updates are
being released monthly. There is an example of enabling Unity
apps to communicate with the native accessibility services
in Android and iOS but it is still a work in progress [5].
Finally, for Croatian speaking users there is no localised TTS
system and the UAP plugin offers compatibility only with the
operating system’s screen reader which has no support for
Croatian language.

To overcome these challenges, an innovative feature for
accessible serious games that simulates a screen reader for
applications developed in Unity was implemented. Since there
is no free speech synthesizer for Croatian language, custom
recordings were implemented in this accessibility feature. This
feature was implemented in a serious game for raising aware-
ness about the importance of proper interactions with people
with different types of disabilities [6]. This work is part of
the PhD research on accessibility and emerging technologies,
as well as the R&D project on technology enabled digital
inclusion.

II. NARRATION: A SCREEN READER SIMULATOR

The Narration feature was implemented in the serious game
called The Encounter1 to enable the visually impaired users
to use the application even though it was made with Unity.

A. Implementation process

The implemented narration feature works on desktop (web
version) and on Android and iOS devices. Narration is im-
plemented to work with interactions screen reader users are
familiar with, a single click/tap for moving to the next UI
element (which is also read aloud) and a double click/tap
to select the current element. All other interactions with the
application are disabled when the narration is turned on. The
detection of single and double clicks, as well as handling
actions upon UI item selection, is done with a script. The
script contains recordings, each of which plays in a cycle (for
single clicks/taps) until a selectable UI element - a button -
is selected with a double click/tap. Selecting a button with a

1http://www.ict-aac.hr/index.php/hr/ict-aac-razvijene-aplikacije/web-
aplikacije/ict-aac-susretnica-web
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double click/tap while narration is on will result in the same
actions as clicking the button while narration is off. The list
of recordings is customizable and should be used so that each
recording represents a single UI element.

B. Use case: The Encounter application

Implementing narration would solve a few challenges listed
in the following text. The main challenge was to allow visually
impaired users to turn on the feature when they first launch
the application, and to allow other users to continue using
the application without having to turn it on. This challenge
was solved by having instructions on how to use narration
read aloud upon the first launch. Upon the first launch the
user can either do a long press to use the application with
narration, or a single click/tap to continue without narration.
The narration can be turned on or off later in the application’s
settings as well. Another challenge was to signal the user to
initiate the reading cycle i.e., start the first recording with a
single click/tap when a new scene is loaded. As the signal,
each time a user opens a new scene, the text new scene is
read aloud. Moreover, some UI elements are selectable, while
others are not. This is also important for visually impaired
users, which is why the signal button was recorded and put at
the beginning of all recordings that are mapped to selectable
UI elements. A general diagram showing the narration flow is
presented in Fig. 1.

Fig. 1. High level narration flow diagram

III. USER EVALUATION RESULTS

The first iteration of the user evaluation included 192
students, while the second iteration included 22 students from
the University of Zagreb, Faculty of Electrical Engineering
and Computing. In both iterations, students were asked to test
the built-in screen reader on their mobile devices (VoiceOver
or TalkBack) to familiarise themselves with the possible inter-
actions when using a screen reader before testing the narration
in the Encounter application. Some of the evaluation results
from both iterations (214 respondents) are presented next.

Distribution of ratings for questions related to the narration
intuitiveness and the reading order is presented in Fig. 2. Most
participants (around 81%) rated the narration intuitiveness with
4 or 5 out of 5 rating (a). Next, regarding the reading order
of elements in a particular scene, a significant percentage of
participants (97.2%) responded that the order was intuitive,
indicating that they were able to navigate the application

without difficulty and that the narration feature was consistent
across different scenes (b).

(a) Ratings distribution for nar-
ration intuitiveness

(b) Ratings distribution for ele-
ment reading order intuitiveness

Fig. 2. Pie charts showing the evaluation results

The application was also tested with an experienced screen
reader user who is blind. After testing the application, an
evaluation interview was conducted with the blind participant.
Here are some of the answers and additional suggestions for
improvement: the instructions for using the narration read
aloud when the application is first started are brief and clear;
there were no problems activating the narration (the interaction
for doing so is appropriate); allow movement within the
application in the opposite direction; add an exit button to
all game scenes.

IV. CONCLUSION

The solution described in this paper can be implemented in
any other application developed with Unity that includes a user
interface (even 3D and augmented reality applications). The
described flow of the narration, although similar to existing
screen readers’ flow, is an innovative feature that is unique
for Croatia, especially since there are no official free text-to-
speech tools for Croatian visually impaired users. As narration
was tested with over two hundred students who already had
experience with screen readers and who rated it as a very
intuitive feature, as well as with a blind screen reader user,
further improvements and validation testing with more visually
impaired users are planned for the future.
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Accessibility in Museums and Exhibitions with Augmented Reality and
Screen Readers,” in Computers Helping People with Special Needs, 2020,
pp. 157–163.

[5] S. Hebditch, “Unity Accessibility Extensions.” [Online]. Available:
https://unity-accessibility-extensions.readthedocs.io/

[6] I. Topolovac, I. Rasan, Z. Car, and I. Majerski, “Collaborative Framework
for Implementation of Accessible Digital Solutions,” in Agents and Multi-
Agent Systems: Technologies and Applications 2021, 2021, pp. 53–63.

20 ConTEL 2021, PhD Forum, ISBN: 978-953-184-275-4



QoE Assessment for Virtual Reality Gaming
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Abstract—Virtual Reality (VR) technology is increasingly uti-
lized for entertainment purposes, such as digital gaming. How-
ever, unlike non-immersive platforms, VR comes with a set of
additional challenges for developers and consumers alike, as even
a short VR gaming session may be able to provoke different
types of discomfort, from cybersickness to muscle pain, as well
as deteriorate cognitive performance. In our work, we aim to
investigate various features of the VR gaming experience, and use
data obtained during user studies as input for multidimensional
models of VR gaming Quality of Experience (QoE), while
collecting valuable insights for VR game development.

Index Terms—Quality of Experience, Immersive Media, Vir-
tual Reality, Gaming

I. INTRODUCTION

More immersive than virtually any other platform, VR
technology may pose a welcome disruption to the already
incredibly prolific world of game development. However,
while the VR gaming industry revenue projections for the
upcoming period 1 appear promising, the platform has yet to
be fully embraced by game developers, as well as its target
consumer base. Therefore, if the goal is to bring this type of
service into the mainstream, efforts should be made towards
finding new ways of exploring and optimizing the Quality of
Experience (QoE) for VR gaming. The full definition of QoE
for immersive media — such as VR — is as follows [1]: “the
degree of delight or annoyance of the user of an application
or service which involves an immersive media experience. It
results from the fulfillment of his or her expectations with
respect to the utility and/or enjoyment of the application or
service in the light of the user’s personality and current state.”

In addition to features that characterize immersive media
[1], [2] (i.e., immersivity, interactivity, explorability, believ-
ability, and plausibility), relevant dimensions of the VR gam-
ing experience can also be found in the taxonomy presented
in [3], which refers to computer gaming QoE. In addition to
presence and immersion, this taxonomy observes the interplay
between aspects such as appeal, interaction quality, playing
quality, tension, and flow. Many user (e.g., experience, moti-
vation, static and dynamic human factors, etc.), context (e.g.,
physical environment, social context, novelty), and system
(e.g., genre, game mechanic, aesthetics and design character-
istics, frame rate, network delay, etc.) factors that are likely to
influence VR gaming QoE have already been listed in ITU-T
Recommendation G.1032: Influence factors on gaming quality
of experience [4].

1https://bit.ly/3v7EaNr

However, sources stemming from computer gaming research
often disregard the aspect of physical discomfort, as it is not
a significant issue for the majority of other gaming platforms.
It does, however, often appear during VR gameplay. The most
commonly mentioned negative effect of VR use comes as a
result of a sensory conflict triggered by the visual motion cues
used to simulate movement through the virtual world. This
uncomfortable state, characterized by disorientation, gastroin-
testinal and oculomotor symptoms, has been referred to as
cybersickness and discussed at length in various works, such
as literature reviews by Davis et al. [5] and Chang et al. [6].
Physical discomfort in VR may also originate from device
factors (most notably headset design) and physical movement,
with mid-air interaction often resulting in arm/shoulder mus-
cle fatigue. This aspect, however, is sometimes leveraged in
exergaming solutions, enabled by the six-degrees-of-freedom
tracking in commercial VR systems. To prevent excessive
discomfort, a design framework for balancing exertion with
enjoyment was presented in [7]. In addition to physical dis-
comfort, multiple studies (e.g., [8], [9]) suggest VR exposure
may affect participants’ cognitive performance, as reaction
time tends to increase after VR use. The reason behind this
effect is unclear, although it may be attributed to cybersickness
[8], visual motor adaptation [9], or a slight delay between the
users’ movement and the visual feedback [9].

During our research process, our goal is to adopt a holistic
approach to evaluating QoE of VR games, building upon
existing gaming QoE models by further focusing on VR-
specific features. The first step of the research process will
be to develop the initial user testing methodology based on a
combination of subjective and objective metrics for measuring
different aspects of user experience. We aim to adopt an
iterative approach, with the results of each experiment further
informing the design for studies to come, as we shift our focus
between different factors. After completing the experimental
phase, collected data will be analyzed using relevant statistical
methods, resulting in a proposed multidimensional model of
QoE for VR gaming. The results of user studies will also serve
as input for the development of guidelines for designing and
evaluating QoE-aware interaction methods for VR gaming.

II. ON-GOING RESEARCH

In our most recent work we have defined the initial method-
ology for investigating various aspects of user experience
during VR gaming sessions. While acquiring user ratings for
the overall QoE, as well as various aspects of the gaming ex-
perience, collected using the Game Experience Questionnaire
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TABLE I
DISTINGUISHING CHARACTERISTICS OF CHOSEN GAMES (PRESENTED IN [10])

Game Genre Dominant
Interaction

Secondary
Interactions

Horizontal
Play Angle Visual Description

Beat Saber Rhythm game Slice
Dodging incoming walls
by squatting and lateral

movement
110° (content

in front of player)
Sleek, minimalist aesthethic, dark background with neon

elements, no high-frequency textures, no characters, cubes
and walls slide towards the player

Order Up VR Cooking simulator Pick and place
Turning and bending

over to reach required
objects

360° (full body
rotation required)

Bright, colorful low-poly aesthetic, interior setting, no
high-frequency textures, no emissive materials, cartoonish

characters slide towards the player

Serious Sam VR:
The Last Hope Action/shooter Shoot

Lifting one or both arms
in protection from
incoming attacks

180° (content in
front and on both
sides of player)

Bright semi-realistic exterior setting, dynamic special effects,
semi-realistic monster characters with high-frequency

textures and more complex geometry move and fly towards
the player, who is also targeted by various projectiles

(GEQ) [11], we have placed our focus on the issues of VR-
induced discomfort and cognitive aftereffects. In addition to
assessing cybersickness symptoms using the Simulator Sick-
ness Questionnaire (SSQ) [12], we have chosen to investigate
the intensity of discomfort experienced as a consequence
of device features, such as weight, fit, temperature, display
quality, and cable, as well as muscle fatigue and pain felt in
different upper body regions. Additionally, our methodology
includes the use of objective measures for obtaining reaction
time results before and after VR exposure, as well as collecting
physiological signals (e.g., electrodermal activity, heart rate)
during each VR session on the HTC Vive Pro headset.

Based on our proposed methodology, we have conducted
a user study on 20 participants (10 females, 10 males) with
results recently presented in [10]. Each participant was asked
to play three different commercial VR games (Table I, Figure
1) over three different gaming sessions. While this area of
research is fairly broad, requiring further investigation, our
preliminary results indicate that even VR gaming sessions as
short as 20 minutes may provoke arm fatigue and pain in
a significant number of participants, especially with slice or
shoot as the primary interaction mechanic. We have also found
that symptoms that come as a result of physical exertion may
be erroneously attributed to cybersickness when using widely-
accepted measures such as the SSQ, which could be mitigated
by incorporating alternative metrics of discomfort. Further-
more, our results indicate that reaction time generally increases
after VR exposure, which is in line with previous work [8],
[9], but the effect may significantly differ depending on the
genre and primary interaction mechanic of the game, and does
not appear to be significantly correlated with cybersickness.

Fig. 1. Snapshots of test material used in the study (presented in [10]): a)
Beat Saber, b) Order Up VR, c) Serious Sam VR: The Last Hope

III. FUTURE WORK

In our future work, we plan to provide a more in-depth
analysis of the results, especially with regard to human
influence factors such as experience, age, or gender. Our
goal is to replicate the experiment using different alternative

test material, to observe whether conclusions made based on
results obtained so far could be generalized based on genre
or interaction mechanic. Further focusing on implementation
details for each interaction mechanic, we plan to perform ad-
ditional user studies with the aim of gaining valuable insights
that could serve as guidelines for VR game developers. Lastly,
our goal is to use collected data as input for the development
of multidimensional models for VR gaming QoE.
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